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Abstract

Research on how groups can solve problems better than experts has suggested a general understanding of the how diversity plays an important role in a variety of decentralized systems: ecosystems, social groups, large organizations, political systems, free market economies, the stock market, our society - any system where there are individuals or groups make decisions or solve problems without total centralized control or planning. If fact, it appears that diversity is often important in systems thought to be homogeneous and centralized. Diversity is defined to be unique properties of entities, agents, or individuals that are not shared by the larger group, population, structure. Decentralized is defined as a property of a system where the agents have some ability to operate "locally." Both decentralization and diversity are necessary attributes to achieve the self-organizing properties of interest.

Three important observations result from the study that should be helpful to researchers modeling decentralized systems. The first is that dominant processes in these systems can change over time (a developmental view of systems). The second is that self-organization without competition or cooperation is overlooked as an important process, compared to the well-studied actions of competition and cooperation. This type of self-organization can be viewed as a mechanism for achieving higher performance, robustness and conflict resolution without invoking the mechanisms of competition or cooperation for the agents in the system. And finally, measures of robustness of the system also need to be evaluated, in comparison to the often studied measures of performance and efficiency. A consideration of robustness clarifies the role of diversity.

DEFINING CONCEPTS

Because the following text spans many areas of expertise, the following definitions, assumptions and restrictions establish a common perspective for the discussion. We take the approach that the broad variety of systems of interest can be modeled or described as agent-based systems.

An agent or individual refers to any localized constituent or entity with a decision-making or problem-solving or processing ability. It can be a single individual or a sub-group of agents within a larger system. The decision making or problem solving can be as simple as a deterministic response of a physical subsystem given an initial state and external boundary conditions (because these systems are typically non-linear, deterministic chaos is still possible) or a conscious, premeditative act by a human problem solver. An agent-based model specifies the capabilities of the agent, its environment and the processes by which the agent interacts with the environment and with other agents. A sequence of decisions is a path through the problem domain taken by an agent, each step requiring that a previous problem be solved or passed through in order to proceed. For example, a path may be the sequence of decisions by an investor or the foraging of an animal in an ecosystem. An important property of a path is if it has few or many options (indeterminacy) in achieving some endpoint. For example, a robust (defined below) system often has alternatives paths of equal performance or value; a fragile system has few options.

A group is a collection of agents that solve a common problem or related problems either knowingly or not, cooperating or not, but which share a common "world" view and expectations within the system. The idea of a common view is discussed later in reference to diversity. Local and global extent describes the degree of proximity of a property to an agent or group of agents. Local extent is limited to the region of the agent; global extent encompasses the system as a whole. Note that local and global are applied to more than just spatial extent. These concepts apply to any system where the information of the agent is limited to their proximity, including more abstract domains of knowledge space (Johnson, 1998).

A decentralized system is where some decisions by the agents are made without centralized control or processing. An important property of agent systems is the degree of connectivity or connectedness between the agents, a measure global flow of information or influence. If each agent is connected (exchange states or influence) to all other agents, then the system is highly connected. Note that connectivity is meaningful only in a decentralized system; if all decisions are made centrally, then there is no significance in the unique information sources of an agent. The degree of connectivity determines how quickly information can flow in the system or equivalently how unique (diverse) the agents can become. In some systems there appears to be an optimal level of connectivity for a system to function (Kauffman, 1993). Note that connectivity can also be a property of environment describing how the landscape is "connected." In most situations, the connectivity of the agent and environment is taken to be the same.
The systems of interest can have the global property of being *self-organizing*, that is, the dynamics are such that the system as a whole exhibits self-regulating or coherent processes that are largely determined by the properties of the subsystems and the governing processes. By definition, a self-organizing system must be decentralized. Global properties that cannot be determined from the properties of the constituents are called *emergent*. For example, the self-regulation of a decentralized capitalistic economy (the invisible hand) is an emergent property of the system (Vriend, 1995).

Note that in the above definitions, the concept of decision making or problem solving is used outside of its normal context of solving a "posed" problem. Problem solving is extended to describe a change of state of a subsystem by agents that may not explicitly pose a “problem,” but may just react. The liberty in the definition of problem solving is taken in order to apply a common vocabulary to a variety of systems. This approach is similar to how concepts of cooperation and altruism are applied to both cognitive and non-cognitive systems in biology (Pepper & Smuts, 1999).

Because the systems of interest are often dynamical (non-steady, non-equilibrium), we borrow a few concepts for the study of complex systems. A system is *chaotic* if an infinitesimally small change in the state of some part of the system results in an observable change in the system as a whole. An example in this is a social system is if one vote out of many often changes the outcome or one local battle changes the outcome of a global war. If important properties of the system are insensitive to small changes, then the system is said to be *stable* or *robust* (the opposite taken to be *fragile*). Note that a system can be both robust and chaotic if the chaotic nature does not impact some defined important properties of the system (e.g., the simulations presented in the next section).

*Diversity* of a group or system is defined to be the degree of unique differences (see (Johnson, 1998) for a mathematical description). Applying this definition, if all the individuals within a group have identical qualities (either experience or capability), then the group has zero diversity, although the qualities of the individuals may encompass all possible variations of the system. If each individual contributes a unique quality not shared by any other, then the diversity of a group is a maximum.

An important consideration associated with diversity is the degree that the agents have a *common world view*, taken to mean that the possible options that an agent have are identical. This does not mean that the preferred options are the same, only that the possible options are the same. The reason that a discussion of diversity must consider world views is because unique qualities are context dependent. For example, the approaches to problem solving of a New Yorker and Australian Bushman are likely mutually exclusive and therefore “unique,” but because these approaches operate in very different environments, it is of questionable utility to measure their diversity and ask how it correlates to system performance. This is equivalent to saying that expressions of diversity that can lead to self-organization by the system dynamics require the unique contributions to be
potentially coupled by the system dynamics. Similarly, differences in world view may be the source of conflicts, rather than the diversity itself.

SIMULATIONS OF NON-COMPETITIVE SELF-ORGANIZATION

An idealized self-organizing system which exhibits the features of interest is presented in this section (a summary of a detailed study (Johnson, 1998)). In the understanding presented in the following section on developmental views, the system examined is an idealized mature system in which no selection, competition or cooperation is present. It illustrates the mechanisms for diversity creation in mature systems and the importance of diversity to global functionality (performance and robustness). We wish to address the question: what is the simplest demonstration of increased global performance of a group above that of the individual? By most simple, we mean the least number of assumptions, processes or rules.

The idealized system examined is the solution of a sequential problem (Insert in Fig. 1), which has many optimal and non-optimal solutions, solved by agents that have identical capabilities and do not interact. While this maze problem is quite simple from a global perspective, it serves as a representation of more complex processes: the solution of a problem that has many decisions points and many possible solutions (redundancy) and that has difficulty greater than that solvable optimally by one individual. It is argued that a more realistic landscape would not change the underlying processes that are observed in this simple model.

Fig. 1. A sample maze (insert) with two of the 14 minimum paths highlighted and the simulation results (main figure) showing the effect of the group size on the path length, normalized by the average individual path length, about 12.8.
The solution process for a single agent is divided into a *Learning phase* where simple rules of movement are used to explore and learn about the problem domain. Because the agents have no global sense of the problem, they initially explore the problem until the goal is found. The learning process can be thought of as an agent exploring the maze randomly and leaving “breadcrumbs” behind to aid in their search for the goal, thereby avoiding fruitless paths. Then in an *Application phase*, this "learned" information (the bread crumbs) is then used by the agent to solve the problem again, typically with a shorter path as a consequence of eliminating unnecessary loops. Essentially, the agent follows the path with the most breadcrumbs in the Application phase.

Because the initial search is random, a collection of individuals shows a diversity of experience (knowledge of different regions of the maze), diversity of preferences (different preferred paths at any one location in the maze), and diversity of performance (different numbers of steps), even though each agent has identical capability. *This is the source of diversity in the population: by the domain having multiple optimal and non-optimal solutions of equal utility, a diversity of experience, preferences and performance is created.*

In the repeated solution to an unchanging problem domain, we tend to remember only the information that is needed to solve a problem and forget extraneous information associated with unused paths. Here, the equivalent effect is for the agent to remember only "established" information along paths used by individual, thereby “forgetting” unused paths. The process of “forgetting” unused information does not change the performance of an individual agent, because both the learned and established information produces the same path in the Application phase, discounting random choices between paths of equal preference. Therefore, an established individual experience is created from the learned experience by retaining information just used in an individual solution, and forgetting unused information.

Information for a group of individuals is then constructed by a linear combination of the each individual's experiences at each node in the maze. That is, the breadcrumbs from each individual in a selected group are summed for each decision point (node) in the maze. Then the same Application rules as used for the individual are used on this group information to find a group solution. As seen in Figure 1, the group solution always outperforms the average individual for larger groups, and the solution using the established individual information performs better than the learned information. Furthermore, for groups above 20, an optimal solution is found, although nothing in the agent’s rules seeks a minimal path length.

Figure 2 shows one mechanism for the reason that the group does better than any agent: individual information is combined to indicate a shorter path for the group. To see how the collective solution is found, pick the path at each node that is traveled by the greatest number of individuals - this corresponds to the maximum preference of the group. Note that the path length of the collective is
better than any individual. The organizational equivalent to this example is how a group of workers may casually share information about their own experience at a certain point in a decision making process (at the water cooler). But because they arrived at a common point from a different path, the relevance of their information may not be apparent and therefore of only value in a casual exchange and not in direct cooperation. In an organization with many casual exchanges, these seemingly random sources of information can be reinforced by a collective exchange and lead either a group of individuals or a single individual to a better overall solution. This improved collective performance, due minimally to the random social exchange of diverse individuals, also benefits the functioning of the whole. It is also easy to see how this same effect would not happen with a group with low diversity.

The dynamics of the group solution are chaotic in detail. For example, the specific path of a group is sensitive to the addition of one individual, even for arbitrarily large groups. Nevertheless, the global solution for the group, any path of minimum number of steps, is stable. This illustrates the desired feature of chaotic dynamics that leads to a responsive and robust system, but not at the expense of the quality of the global solution.

![Individual solutions vs Group solution](Fig. 2. One mechanism for the better performance of the group. Note that the path length of the group is better than any agent.)

To better understand the role and importance of diversity in this simple model, quantitative measures of diversity were examined. The best measure found defines diversity as the degree of unique information in a collection of agents, based on a node-by-node comparison of preferences, as defined in an earlier section. Groups contributing “established” rather than “learned” information exhibit higher diversity, even though less information is available. Moreover, as observed in Fig. 1, the groups based on established information perform significantly better than those based on learned information. Furthermore, this measure of diversity also indicates the degree of insensitivity to noise. In the process of combining information for the group, if valid information of an agent is replaced by random information (breadcrumbs are randomly replaced with some amount), this is a test for the stability of the group solutions. It was found that groups with low diversity were very sensitive to

noise, where groups with high diversity were not: up to 90% of valid information can be replaced before a group path degenerates to a random walk – the worst solution of all methods.

All of the above studies assumed that the agents do not share information while learning or applying information; they are completely independent, except that they solve a problem with a common world view. If the effect of information exchange is included such that the individual can benefit from other agent's experiences while learning the maze, we find that improved individual performance is achieved. Not unexpectedly, groups made up of these shared-learning agents, converge with fewer agents to a minimum path length, much faster than observed in Fig. 1. But, the improved performance is not without a cost. Shared learning results in individuals with similar information and, therefore, the group exhibits low diversity, and, consequently, the stability of the group is degraded, typically severely.

How does the performance of the group depend on the individual performance? Two studies were done, one in which the mazes were made more complex while the individual’s capability was held constant, and the other in which the maze was held constant and the individual’s capability was varied. From these studies the following conclusions were drawn. 1) A simple maze to a good individual solver is a trivial problem, and no improvement is obtained by a group solution. 2) More difficult global problems require larger groups. 3) An extremely difficult problem to an individual with fixed capability leads to a random individual solution that shows no group advantage. The last conclusion is significant; it suggests that harder and harder problems cannot be solved by larger and larger groups of individuals. Or, equivalently, the individual must have some capability (i.e., not random) which can be amplified in groups.

DEVELOPMENTAL PROCESSES IN DECENTRALIZED SYSTEMS

The main observations of the above non-competitive simulations are threefold. One, they illustrate how diversity can arise in groups of agents of identical capability when a system has options of equal likelihood or fitness. Second, they illustrate how random creation of diversity can contribute directly to both global performance and robustness, above that of an individual and in the absence of any selection from the population. Finally, the process of self-organization in the absence of competition and cooperation can duplicate the system-wide advantages of these more tradition properties of decentralized systems. The question addressed in this section is how these non-competitive self-organizing processes can be reconciled with the processes of competition and cooperation. The following is a brief summary of the arguments presented elsewhere for knowledge-based systems (Johnson, 1998) and for ecosystems (Johnson, 1999a).

Paralleling a developmental viewpoint developed for ecosystems (Salthe, 1972; Salthe, 1993), the relative roles of competition, self-organization and cooperation can be distinguished, possibly at the
expensive of oversimplification. Three stages are proposed for the development of any decentralized ecosystem, social system and economic system:

- Developing systems (immature systems - such as new ecosystems, emerging economies) are competitive and selective.

- Developed or mature systems are multiply connected, symbiotic and robust.

- Senescent (old) systems can be diverse, but are fragile due to rigid interconnections, and can easily return to a developing, competitive system as a result of a change in external conditions or loss of a critical subsystem.

Table 1 presents a variety of properties and estimations of their values for the different systems. Explanations of the choices can be found in ((Johnson, 1999a), (Johnson, 1998)).

Table 1. Comparison of stages of development in Decentralized systems.

<table>
<thead>
<tr>
<th>Property</th>
<th>Developing</th>
<th>Developed or mature</th>
<th>Senescent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diversity</td>
<td>Increasing</td>
<td>High</td>
<td>Varied</td>
</tr>
<tr>
<td>Interconnectivity</td>
<td>Low and increasing</td>
<td>High and flexible</td>
<td>Rigid</td>
</tr>
<tr>
<td>Complexity</td>
<td>High at all levels</td>
<td>High locally, low globally</td>
<td>Low</td>
</tr>
<tr>
<td>Chaotic</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Selection / Competition</td>
<td>Low, increasing</td>
<td>High, sustained</td>
<td>?</td>
</tr>
<tr>
<td>Self-organization</td>
<td>Niche creation</td>
<td>Random selection</td>
<td>None</td>
</tr>
<tr>
<td>Source of new diversity</td>
<td>High</td>
<td>Little</td>
<td>Little</td>
</tr>
<tr>
<td>Individual improvement</td>
<td>From individual improvement</td>
<td>From self-organization</td>
<td>?</td>
</tr>
<tr>
<td>Group improvement</td>
<td>High</td>
<td>Medium due to formation of global structures</td>
<td>?</td>
</tr>
<tr>
<td>Decentralization</td>
<td>High</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Robustness</td>
<td>Varied</td>
<td>High</td>
<td>?</td>
</tr>
<tr>
<td>Scalable</td>
<td>High</td>
<td>High</td>
<td>?</td>
</tr>
<tr>
<td>Flexibility</td>
<td>Limited paths</td>
<td>Redundant</td>
<td>Restricted</td>
</tr>
</tbody>
</table>

Some examples of each of these in various systems may clarify the differences. A mature ecosystem is a familiar example of the entries in the middle column in Table 1. A mature ecosystem is composed of diverse species, where each individual living to fulfil their own needs, results in a stable system that benefits all. While competition certainly occurs in mature ecosystems, the global performance (robustness) is due to the non-competitive interactions of a diverse community (Johnson, 1999a). The creation of new diversity is continual, not because of selection as is often argued, but from lack of selection (as in the simulations in the last section). Interconnectivity between species is dynamic (changing), but the system is stable as a whole as long as critical pathways of energy or material flow are not broken. Said another way, the system is locally chaotic (species and individual interactions are unpredictable), but the global system is robust and insensitive to details of the chaotic nature (as in the simulations in the last section). The presence of global processes of self-organization can result in a reduction in apparent decentralization in comparison to the developing systems. Said another way, the greater coupling and self-regulation of the entities in the system duplicates the processes normally associated with centralized control.

Similarly, for social systems (organization or political), most of the above observations made for ecosystems can be also made (with one major difference, social self-reinforcement, discussed at the end of this section). In particular, the unappreciated aspects of social networks in organizations provide problem solving capability and contingencies that directly result from diverse individuals. A realization of this is that most organizations would fail if employees all thought alike or have little social interactions (in contrast to formal interactions). Mature decentralized economies also have self-regulation (the "invisible hand" of Adam Smith) (Kochugovindan & Vriend, 1998), not just because of the competitive nature of the individuals or even because of direct cooperation, but because of the interdependency of the diverse elements in an economy. By counter-example, it is easy to see that an economy or market that is absent of diversity is quite fragile (only one path for material-energy-monetary flow) and less efficient (serial processing instead of parallel).

Developing systems are most easily observed in economic systems where agents or companies are in extreme competition (e.g., investment capital markets). Social and political systems are similarly in high competition where connections are rapidly changing and outcomes are uncertain. The prediction would be that as these systems evolve more interconnections and dependencies, they would become less competitive as self-organizing processes emerge.

Examples of senescent systems are rare due to their fragility. Very old ecosystems, such as the Australian rainforest that drains into the Great Barrier Reef, are characterized by highly specialized
species, but which only interact with few other species due to highly defensive attributes (e.g., protective poisons and spines). The American automotive industry a decade ago reflected a system that was high evolved but had limited flexibility, few and fixed interdependencies and suffered from over-regulation.

Generally in developing systems or unstable systems in rapid transition, competition between diverse groups occurs, leading to a reduction in diversity through selection - "by survival of the fittest." Through the processes of selection, these systems as a whole improve performance because the individuals that make up the system are selected to perform better. Mature systems, in direct contrast, achieve a higher system-wide performance directly from interactions between diverse populations, without the need for selection (as in the simulations in the last section). If selection does occur, it only retains the status quo; selection of new types is minimal or not at all. In mature systems, then, survival of the fittest becomes “survival of the adequate;” in ecology, it is known as soft selection (Wallace, 1970).

Because a common understanding of these self-organizing processes is argued for a variety of systems, a question arises if there are any differences in these processes or additional processes found in some and not in others? One aspect that social systems appear to have, that is absent in other systems, is the ability to have extensive system-wide reinforcement of ideas (paths or dynamics, in general). This effect is a consequence of human mass-communication, whether in ancient times by the social networks or in modern times by the electronic media. This coherence process enables social and economics systems to "self-resonate" to a degree that can reduce diversity and make the overall system less robust. The effect of extreme nationalism on the policies and social diversity of a country is a prime example. This effect can also occur as a positive feedback mechanism, which can cause a larger impact of a change than would otherwise occur. Many stock market crashes are argued to occur by this process.

In the above discussion the assumption is made that the systems of interest in homogeneous in the progress of maturation. Much more likely, natural or human system will have multiple stages of development present simultaneously, particularly as the system undergoes many cycles of maturation and the components of the systems become out of phase. Probably the best example of simultaneous stages of development is in our economic systems, where highly competitive markets can coexist with stable investment markets. Similarly in organizations, competitive dynamics can be simultaneously present with more cooperative structures. The presence of heterogeneous expressions of development of a system may be advantageous to the overall stability of the system.
COMPETITION AND COOPERATION

A strong argument is made in the above text as to the importance and presence of self-organizing processes for improved system performance. Yet, nothing was said about the presence of cooperative interactions in the above discussion, in either ecosystems (as expressed as mutualistic relationships, such as symbiosis) or in human systems (as expressed in cooperative relationships). The viewpoint taken here is that cooperative relationships are structures that develop in systems that duplicate the performance advantages of self-organizing processes, without the associated randomness of these processes. Viewed this way, cooperation becomes the opposite component to selection for system-wide improvement, with self-organization being the neutral alternative between these two extremes.

ROBUSTENESS AS A PERFORMANCE MEASURE

Often modelers focus on better performance or efficiency as appropriate measures of the desirably of a system, particularly in computational systems. The parameters or modeling choices in a system are optimized for these measures. Because a centralized approach often is highest in performance and efficiency and are less complex, models of systems typically result in homogenous agents optimized for the posed problem. It is easy to understand how diversity in this modeling approach is not likely to be considered advantageous. This conclusion is significantly changed if robustness is added to the list of performance measures.

Because robustness is the ability of the system to be stable given some degree of change or noise in the system, static or equilibrium analysis of models do not give insight into robustness. Studies that do consider stability of a model often conclude that diversity of the agents leads to robust dynamics, as observed for a stock market model (Farmer, 1998), decision making systems (Hong & Page, 1997; Hong & Page, 1998), or knowledge systems (Johnson, 1998). One exception to this observation is a study of the stability of repeated n-person games in populations with diverse strategies (Huberman & Glance, 1993). They concluded that the introduction of diversity destabilizes existing coalitions. Why this conclusion differs significantly from the present work is believed to be a consequence of the assumption that the dynamics are determined by essential competitive actions, and not by non-competitive self-organizing processes.

Because robustness is an important property of these systems, it arguably should be one of the performance measures used to evaluate potential models. And because diversity appears to be an essential contributor to robustness, the importance of diversity in decentralized systems should become a common understanding.
CONCLUSION: WHY DECENTRALIZED SYSTEMS?

As a way to summarize the ideas presented above, this section considers the question of what are the pros and cons of decentralized systems. The ideas presented come from a variety of sources ((Arya, Glover & Routledge, 1998; Barnett, Minis & VanSant, 1998; Cloud, ; Foner, 1995), (Johnson, 1998)).

An often cited argument for decentralization is the advantage of parallel processing (Hogg & Huberman, 1993), as opposed to the serial actions of a centralized processor. Said another way, in a proper implementation of a decentralized approach, if the problem domain gets larger, the amount of computation need not increase with size (the question of scalability). The resources of a centralized approach quickly become saturated as a system grows in size, particularly if communication is required to be shared from all the components (here, processing can increase exponentially with the number of subsystems). The critical challenge of implementing a decentralized solution from a previously centralized approach is one of coordinating the independent components, particularly in balancing the "load" among the various subsystems and guaranteeing that the right information is available at the right time and place. Coordination is a common theme of decentralization.

A variety of related advantages also occur in decentralized systems. Localized decision making can make the system more responsive. If there is variation in the environment, then local agents can customize resources to local needs. In social systems where motivation becomes an issue, local control can lead to local satisfaction and higher motivation.

More apropos to the current discussion is how decentralization and diversity complement one another. Decentralization can isolate agents and thereby encourage and incubate the formation of new ideas, function or approaches. Isolation in some form in itself can be a source of diversity (Johnson, 1999b). Particularly in social systems, innovation often requires some degree of isolation in order to strengthen developing ideas to the point that they then can survive exposure to established views or procedures (Mandeles, 1998).

A related advantage of decentralized systems is how conflict resolution can be avoided or be less stressful to the system than in centralized systems. Often in the analysis of centralized systems, particularly from the perspective of game theory, conflict resolution occurs by the direct action of competition or cooperation between agents. In a self-organizing approach, as illustrated in the simulations in an earlier section, the speculation is that the decentralized nature of the system, combined with the dynamics of the system, provides an indirect resolution of conflicting approaches.

Decentralization allows for potential conflict to coexist – a realization that some conflicts arise solely out of being forced to interact, even though the interaction may not be necessary to the overall dynamics. Furthermore, in a self-organizing system, potentially conflicting information can interact through the system dynamics in a way that may lessen the direct conflict. An example is the
pheromone trails of ants: although the individual trails express significant differences in an approach to the problem (finding food), the diverse information is combined in such a manner for the group that there is no conflict between the individuals. In a similar sense the self-organizing maze solutions presented earlier combine diverse information to the benefit of the group, but without the need for invoking competition or cooperation. If this alternative process for conflict resolution is correct, then many of the models that force direct solutions of conflict might be reexamined. This is fully equivalent to the argument made that cooperative-like functionality need not directly arise from the direct expression of cooperation (Hemelrijk, 1997; Hemelrijk, 1998), but can be an emergent property of the dynamics of the system. Hence, potential conflicts may never arise if the agents with the disparate views or approaches are never in contact because of decentralization. And, the dynamics of the system may resolve conflicts without direct confrontation.

Another advantage of a decentralized system is robustness and fault tolerance, as described earlier. These can occur from two sources: from the redundancy or duplication of agent functions or from the contingency potential of a diverse population. The former is an expression that no subsystem is essential to the overall performance. The latter is an expression that breadth of experience enables recovery from potentially destructive paths. Both are observable in the maze simulations described earlier and are typically not associated with a centralized approach.

What are the disadvantages of a decentralized approach? One obvious example is associated with the advantages described above: the reduced efficiency associated with either duplication of resources and the lack of optimal matching of needs and resources.

More subtle disadvantages also occur. A critical challenge in the creation of a decentralized system is determination of the proper forms of communication and coordination that enables the system to function. In evolving systems (nature, economies, societies) these processes naturally evolve to create the necessary self-organizing dynamics. An improperly constructed decentralized system, for example, can result in subcomponents that are under-connected and become isolated. This can lead to miscommunication because the agents may then have different world views.

One major challenge of the creation, or even evaluation, of a decentralized system is the challenge of defining meaningful performance measures. These by their very nature are centralized (global). All the challenges of centralized systems are invoked by this evaluation process.

Because decentralized systems are just now being studied and modeled, there is little understanding of the general processes observed in these systems. Hence, it is difficult to implement a decentralized system without knowledge of these processes. The wise approach to such a challenge is to take advantage of existing self-organizing processes to enable the creation of these systems. For human systems, enabling existing social processes is an example (Johnson, 1999a).
As a final comment, there is a penultimate reason why diverse, self-organizing, decentralized systems are essential to modern approaches to management and organizations, even society. When problems are more difficult than can be solved by an expert (a centralized system) or by a centralized structure (e.g., governments, corporate headquarters, upper-level management), the only alternative is to enable a self-organizing solution (Johnson et al., 1998), either as a resource to a centralized system or a solution method in itself.
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