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Goal is to talk about Scaling under the rubric of survival in a fast changing, 
increasingly complex world.  

Introduction:  This is not an area that I’m deeply familiar with, so I present the 
following much in the vain that you might do after you’ve spent some time 
reading about what’s been said and how it relates to your area of interest.  
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Different ways to think about your system of interest.  There is no real 
judgment as to which side of the distribution a “SFI-ish” system might be 
located, but certainly the list captures many research and application areas that 
SFI is currently or in the past focused on. 

Note how these distributions are not independent.   
For example a robust system often has diverse and distributed components that 
are locally controlled, and have some degree of chaos or noise and often 
express emergent properties and are dynamic rather than static systems.    
Similarly a fragile system often has uniform and centralized components that 
are globally controlled and have a high degree of structure and top-down 
functions, and are often appear static until they break under stress or change.  
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No one at the SFI meeting was guilty of this.   
Nor any SFI researchers that I know.    
But it does illustrate that this isn’t a subject that is just academic and obvious.   
There is a lot of mystique about this topic that has been exploited in the 
popular literature, leading to this observation.   
Lesson: beware of selling complexity and justifying it by making associations 
with technical observations.  

 (See the viewgraph near the end for the full reference.)  
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The next couple of viewgraphs represent some of my background - The main point is that I’ve been working closely with industry for the last 15 years at the interface 

between science and industry, particularly in the area of development of tools to reduce costs - mostly in the area of fluid dynamics modeling.  

The P&G project is a great example of how to close the gap between application and deep science:  P&G came to the multiphase fluid dynamics group twice to ask for 

collaboration.  They were turned away.  On the third visit they made their pitch that they have rich data in need of theory (a major lesson on how data is becoming 

more available - more on this in a second).  Secondly they suggested starting small ($10ks). Ultimately the project became a million dollars a year at LANL and 

ended up saving P&G about  20  times more than they spend - with a continued return long after the end of the project: They now market the resources under P&G’s 

name.   
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There was a time that I was very happy that the project with P&G was highly 
proprietary and I couldn’t talk about what I was working on. Until this came 
out.  
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Recent problems I’ve worked on have shown me that much of the complexity of problems facing society cannot be solved by technological solutions, but require an 

exceptional integration of science and policy awareness.  One of the major challenges is not to solve new problems in the same way we tried to solve old problems.  That is 

why we are here today.  
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These topics speak very much to the reason that the interface between science and industry in this new age is so important.  Much is changing and requiring tools that 

weren’t available just a few years ago.  
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In my interactions with business this is the list that I hear are the biggest challenges - and is 
the reason that I think the first item is often the summary for all the items that follow. An 
why SFI is the interface to the future of doing business.  

• I think this is the core problem - we see it in every facet of our personal and work lives.   
But Faster change refers not just to increased rates, but also the changes in the ordering of 
scales of change: for example, major changes occur in a worker’s life when the average 
lifespan of a company because much shorter than the average work lifespan of a worker - as 
has strongly happened over the last few decades (see the book Creative Destruction by 
Foster)  

• The data rich environment has two consequences: 1) we may feel we have too much data, 
much irrelevant, to make decisions (information overload) and 2) we don’t have the tools to 
deal with the extra information.  A relevant observation that connects item 1 and 3: 
computers are good processing large amounts of low complexity information, humans a 
good at processing small amounts of high complexity information.  We have yet to develop 
the tool/resources/procedures for dealing with large amounts of highly complex information 
(See the papers on symbiotic intelligence at http://ishi.lanl.gov)  

• “Fall of the house of experts” refers to the title of a talk I gave at an SFI public lecture - on 
how experts are failing us because of the complexity of the problems and how collective 
solutions a filling in the gap. Video available from SFI (a bit out of date) 

• Globalization - well documented.   An observation from the audience was that this is a 
complex issue that cuts many ways.   

• Technology surprise:  a major innovation, maybe not even technology but possibly a way of 
doing business (Amazon), can make rich companies poor quickly.  Geof West observations 
about resetting the growth curve is quite relevant.  I would add that some technologies can 
change the infrastructure, which may start a completely different growth curve.   

• ?? Pick your own. - Much discussion on how it’s not just data rich, but knowing what data 
is important.  I believe the issue also is the context of data - which gets lost in a fast 
changing world.  



*"

As with all challenges there are often opportunities.  These are just a quick list, 
but this is an area for rich discussion among the business network.  

Note that these are not just additive - a small improvement in a couple of the 
above areas and have a multiplicative or exponential increase in opportunity.  
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One example of how prediction of complex-chaotic system (the weather) made 
great advances:  
By the combination of three advances:  

• rich data sources world wide 
• Theories or models that can give the data context 
• Fast computers 

With these, we’ve been able to predict the worst of chaotic systems.   I believe 
this is the paradigm for the future of business: as we develop better data and 
models, we’ll be able to make better predictions and decisions.  
Note that in order to deal with the chaotic nature of the system, data 
assimilation is required (using data real time to adjust the arrow to the future 
states) 
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This viewgraph illustrates the context and role of scaling or power laws in 
science (and business).   
Observations:  
• Most businesses stop at correlations in dealing with large amounts of data.  
The challenge and big payoffs are from driving further down in the list.  My 
view is that this is why we are all here today.  
• The last two items are rarely touched even in well developed sciences, but are 
proving to be the real resources needed for decision makers in dealing with 
complex systems with potentially severe unintended consequences of 
decisions.  Much of this can be captured under the rubric of UNCERTAINTY 
MANAGEMENT.  
• Higher moments refer to the variation of the data around the mean 
• Error generation refers to the tracking of uncertainty in systems or of the noise 
in a system.  (search on infodynamics on the web for background) 
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Ducker was the master at prediction of the future, in the most challenging time 
of our history.   I higlyh recommend reading the first chapter of this book on 
his approach to prediction.  In many ways this is what scaling is all about: you 
focus on predicting trends, not details (technologies).  
Just to put Ducker’s achievement of predicting the information age in context: 
he includes the quote above as proof that computers are important.  The 
personal computer didn’t even exist at this time.  
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Major point:  observation of a power law (or more generally scaling) is of little 
use by itself. When supported by a model or theory, then it gets exciting.  

The cited paper by Reed and Hughes is useful because it addresses a simple 
process that causes powerlaw behavior that has not been appreciated.  (See the 
viewgraph near the end for the full reference.)  
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The best technical summary for power law behavior is by Doyne Farmer (see 
references at end).  
A question was: how can you resolve the above statement with the second 
viewgraph on scaling and complexity?   There are two different points:  
• The statement that power laws or scale-free behavior implies complexity is 
not correct 
• But generally power laws or scale-free behavior often, but not always (see the 
Reed reference in the previous viewgraph) imply a fundamental mechanism 
controls behavior over many scales.  
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An example 
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Another example that is particularly remarkable.  
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Just a quick reason why we care about distributions - from a science 
viewpoints.   (We also care about them because they tell us about the behavior 
of the systems.  )   
The problem is that because we often try to develop analytical theories, we 
often force these distributions into unrealistic but “nice” ones.   This has been a 
major source of controversy in many fields.  
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One common distribution.  
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Main point: thin tailed (more on this in a second) 
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Ditto on thin tailed.  
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Major note:  Not thin tailed, but heavy tailed.  These distributions can cause 
many problems in analytical treatment in science.  



##"

What’s the difference between thin and thick tails.  An example.  



#$"

Lots of examples.  



#%"

Pictures.  Note the range on the horizontal axis:  For ones with only a few 
decades of range, these are questionable power laws (see later viewgraphs).  
Ones with many decades are pretty solid.  
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Previous speakers have addressed these:  
- the first is important to applications. 
- The second is a reminder that the real world has bookends that may not allow 
the power law region to be very broad.  
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The shaded portion illustrated the non-powerlaw regions.  
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These are more esoteric properties of paper laws - but very important in a 
general treatment and not generally appreciated.  For a complete discussion see 
the paper (chapter) by Farmer in the references at at end. 
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Doyne Farmer has a section on long memory effects that can also lead to 
power law behavior.  The point is that a system with no memory (or little) 
memory effects often are the systems that are identified to have power law 
behavior.  But the long memory effect should also be a consideration when 
thick tail behavior is observed.    

This viewgraph also speaks to the difficulties around sampling systems with 
memory effects.  
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The over-all perspective:  Yes, they are useful, but their full utility only comes 
out when supported with a theory or model.  Note that this is not only to test 
the origin of the power aw behavior but also to help in the sampling strategy 
for data acquisition that is a challenge for these systems.  Here the point is that 
incorrect sampling of distributions may lead to incorrect conclusions.  
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Back to distributions and prediction - with 
respect to diversity or heterogeneity of the 
system.   Turns out that a little or a lot of 
diversity (that is well sampled) is good for 
prediction.  The qualifier “well-sampled” 
diversity is required because some systems 
have lots of diversity that is poorly 
interconnected and therefore the diversity 
really doesn’t really get sampled, which has a 
major effect on the dynamics or robustness of 
the system - a prime example is a senescent 
ecosystem: lots of diversity but very restrained 
interactions.  Same is true for old economies.
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So what causes distributions to be not “nice”?   One list is given above.  You 
can read lots on this looking at the work by Tsallis (more on this in a bit).  
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From Farmer.  

This is an “academic” list of mechanisms for  generation power laws.  Books 
have been written on each of these topics.  



$$"

This is a old viewgraph of mine (circa 2001) that describes the mechanism for 
generating anomalous distributions and mapping it over to real systems.  This 
list has many similarities to the previous list for powerlaws and may be more 
general.  
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If you find yourself looking at data with apparent power law behavior, this 
advice is for you.  
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Because of a discussion during the break I added this viewgraph - to illustrate 
impact of habitual behavior on social systems.    
You can read more about this experiment in: http://www.capatcolumbia.com/
CSFB%20TLF/2002/johnson_sidecolumn.pdf 
I’d generally recommend looking at the other talks at:  

http://www.leggmason.com/thoughtleaderforum/2006/index.asp  for 
2003-2006 
http://www.capatcolumbia.com/CSFB%20Thought%20Leader%20Forum.htm 
for 2000-2003 

Contact me for the reference.   
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The system is food foraging by ants with a moving food supply.  It illustrate 
different stages of development.  
This illustrates the effect of rate of change on a self organizing system.  
Note how as the food moves faster, the collective contribution declines and 
becomes more erratic (the “error” bars for each stack).   
The take away is that rates of change do drive systems into different stages, 
each with their characteristics,properties, and different scaling behavior. 
Contact me for the movies and a paper on this topic.  Also net-logo model for 
playing with it yourself.   
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Summary of the effect of change on the collective system; 
    increased change forces the system to earlier stages in its development.   

The major lesson here is that most of the systems we have discussed today 
have had time to develop - a long time for biosystems.  But many financial 
systems are relative young and potentially unstable.   Are they as likely to 
show scaling or power law behavior?   This is a major unanswered question.  
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Ok, so you have a model of the power law behavior, what should you do to 
investigate the robustness of the behavior and is accuracy as an explanation?  
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A complex model of human city and  city network formation and dynamics.  
From an SFI regular.   This is a excellent set of viewgraphs on the development 
of networks and dynamics on those networks 
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Doug’s examples in his area of scale free behavior.  Note the distribution 
around the mean.  
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This plot is the main reason for showing excerpts from Doug’s set of 
viewgraphs.   Doug makes the point that many of the curves he observes that 
might initially seem to be powerlaw are better fitted by an alternative “Q-
exponential” fit that was developed by Tsallis.  This in not a scale free 
distribution in general (although can reduce to one) and is argued to occur for 
many of the reasons that I listed in the previous viewgraph on the origins of 
anomalous distributions.  
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A summary:  So here is where power law distribution fit into the bigger picture 
of discover of trends in the data.  It is very important to not stop there, but to 
continue down the list if possible.   And to develop theories if possible.  
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A summary of what we observed about power law behavior and what should 
be considered.   
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My speculation is that the future is all about data-rich, complex systems and 
developing tools that help us predict their behavior.  The above process is the 
path that will be taken, and much of what has been discussed at this workshop 
address the discovery of the processes that will enable us ultimately to predict 
these systems.  
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